JDOP-2: A Platform for Java-Based Distributed Object Processing

Julius Dichter, Gleb Popov, Konstantin Vovk, Ausif Mahmood

University of Bridgeport, Bridgeport CT

dichter@bridgeport.edu
Abstract

In this paper, we describe the Java Distributed Object Platform - JDOP-2 -  a scalable distributed memory multiprocessing system. JDOP is a novel distributed architecture, which is  client-driven and server-managed. The JDOP paradigm allows clients to submit worker objects to our system, and computation is distributed across the member nodes. The client-defined and dispatched workers may perform their work independently or in synchronization with other workers. The JDOP-2 system provides a transparent communication mechanism so workers can communicate without explicit knowledge of other workers’ location. JDOP-2 has substantially new functionality, new features and a performance improved redesign of the our JDOP-1 system [1]. Its functions comprise the distribution, management, inter-communication and processing of autonomous worker objects. The multi-tier architecture of the system consists of a web-based client interface, a Master Object Server - MOS - and a set of independent Slave Object Servers - SOS. The client interface, accessible through any web browser, is used to send worker jobs and their datasets to the MOS, examine the status of existing jobs, and view results of completed jobs. The Master Object Server receives jobs and datasets from the client, distributes and performs load balancing [4, 6] of workers among Slave Object Servers, and manages worker assignments. The Slave Object Server instantiates worker objects, controls their execution, and provides the means for communication between individual workers. The key feature in JDOP is that it is client-driven. It provides an infrastructure to support any number of jobs from any number of clients, each of which is comprised of any number of worker objects which may communicate with works from their own job set, if needed. Each client job is secure on JDOP, as jobs have no ability to communicate with each other clients’ workers. The client does not need to access pre-registered services as exist in Java RMI, CORBA, or typical naming services [15,18,19]. Instead, the client sends its own object requests to JDOP-2, which manages object distribution, execution, inter-worker communication, and result collection. The JDOP system executes distributed computations as do PVM or MPI [2,3], but clients send object workers and corresponding datasets to our system, and JDOP-2 transparently manages the entire computation process. Distribution transparency and dynamic configuration are desirable qualities in modern middleware systems [5]. This paper describes the architecture of the JDOP-2 system, implementation details of its individual components, message and communication protocols, and standard interface definitions. A demonstration of the system is provided with a JDOP-2 implementation of a parallel matrix multiplication algorithm.
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1.   Introduction

JDOP-2 is a system developed to transparently distribute computations consisting of a set of object workers across a large virtual network. The infrastructure for JDOP-2 is a set of coordinated distributed components actively managing many such independent computations, and their corresponding workers. While PVM or MPI systems [2,3] support objects to distribute method executions to achieve distributed processing, JDOP-2 makes its unit of computation and distribution a collection of object workers.  Other than the single point of contact to send its object workers and datasets, the client is unaware of the network of machines which support the JDOP-2 system. Our three-tiered architecture is designed to concentrate on the job as its primary focus and on the worker as a basic unit of processing. Such an approach benefits the scalability of the system. It allows for such features as adding machines to the JDOP-2 system and direct inter-communication between workers. The communication is abstracted so that a worker object only needs another object’s  worker number to communicate. The actual communication is between the system servers running the worker objects. JDOP-2 provides all worker number mapping and messaging facilities to support  communication. All the modules of the system can be installed on any machine which provides a Java Virtual Machine. To pass information, such as data or result sets we use the Oracle 8i DBMS. Given a job, as defined by the JDOP-2 interface definition, the system can scale seamlessly and transparently among dynamically changing quantities of workers, datasets, and JDOP-2 component servers without affecting the job. In fact, the developer of the job is unaware of details of the implementation  or physical makeup of our system. The entire computation job consisting of distribution, organization, communication, and result collection is managed by JDOP-2.

All components of JDOP-2 are written in Java. The job and dataset definition files and all necessary operational data are persisted by the Master Object Server and Slave Object Servers into an Oracle 8i database [12]. The web-based client interface is developed as a set of JSP scripts running within the Resin application server environment [7,8]. The XML based data of the client interface is transformed using XSLT [9] for presentation to the user. The message passing system used for communication between all components and for inter-communication between workers is written in Java utilizing the XML-RPC communication protocol [10,11]. An XML-RPC client is embedded in the web-based client interface, which notifies the MOS when a new job has arrived. The MOS acts as both an XML-RPC client and server, receiving notifications from the client interface and distributing jobs between slave servers. The MOS keeps a central registry of all available slave servers and their current loads. Each slave server registers with the MOS on start-up. Each worker running on a given SOS has its own XML-RPC handle with its SOS. A worker can initiate communication to another worker or to the job’s assembler object, which is also running on a specific SOS in the system. Each worker is aware of and has access to the SOS on which it is running. The worker sends a message to another worker by invoking a function of the SOS on which it is running. The SOS determines the location of the message’s recipient and sends the message directly to the recipient worker by invoking the worker’s XML-RPC handle on its SOS [16].  A user-developed job has to conform to the JDOP-2 job definition interface to be processed by the system. The developer of a JDOP-2 job has to derive his classes from these base classes and implement the functionality for splitting the dataset, combining the results of each worker, as well as the logic and steps of the worker’s algorithm. The dataset for the operation of the job is defined by the user in an XML file, along with the number of workers to be created by the Master Object Server.   

2. System Architecture

JDOP-2 architecture is based a multi-tier model. The web-based client user interface is the first-tier, providing the user with an entry point to the system. The user interacts with the system exclusively through this client user interface and is unaware of the existence of any other system components. The Master Object Server comprises the middle tier and contains the logic for effectively and transparently distributing the users’ jobs. The MOS uses an Oracle database as a back-end for storing its operational data. The third tier is the Slave Object Server, multiple instances of which are usually present in the system, having the task of executing the users’ worker and assembler objects and reporting the result back to the MOS. JDOP-2 is designed to be a multi-user system with any number of users submitting jobs for processing and multiple slave servers capable of executing any number of distinct jobs 

Figure 1

in an efficient distributed manner. An overview of the architecture of the system is provided in Figure 1 above.

2.1 Client User Interface
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The web-based client user interface consists of a set of a set of JSP scripts, XML data files and XSLT definitions that present the user with a way to utilize and interact with our system. The main entry point of the user interface, the default page, provides the user with a brief description of the system and its capabilities and offers to start the JDOP wizard. This wizard is a set of JSP scripts that enable the user to submit jobs to the system through a simple interface.  Each job is assigned a unique 160-bit key, stored in the user’s web browser cookies. Once a job has been submitted, the user is directed to a page containing a Java applet that displays the processing and completion status of the user’s job. At this point, the user can choose to close the browser window containing the client user interface and decide to return to the system at a later time. When the user returns and the submitted job is not yet complete, the page with the status applet showing the latest status will be presented. If the job has been completed at the time of the user’s return, the user is presented with a page that enables the viewing and downloading of the results of the user’s job. [image: image8.wmf] 

The system makes use of Resin’s Java Server Pages 1.2 engine for the implementation of the background logic and the Resin-XSL engine for the presentation logic transformations. XML files are read and parsed using the SAX API [13]. The JDOP-2 wizard shown in Fig. 2  can be used to upload the local jar file containing the worker, distributor and assembler classes and the xml file containing the job description and the job’s dataset. After the user submits a job through the wizard the status page shown in the screenshot in Fig. 3 is presented. It provides the user with feedback from the JDOP-2 system about the status of the submitted job. 
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Figure 2 (above)  and  Figure 3 (below)

2.2 Master Object Server


The Master Object Server is a middleware core component of the JDOP-2 system [17]. The main responsibilities of the MOS are the following:

· Reception of job definition and dataset from client user interface

· Splitting of dataset into parts for each worker to be executed

· Registration and keeping track of slave servers in the system and their loads

· Distribution of workers among slave servers in an efficient and balanced manner

· Keeping track of job and worker assignments

· Sending workers classes and their corresponding data parts to slave servers

· Notifying the client on job completion

· Maintaining persistent database of operational information

The MOS is designed as a Java application capable of running in a Java Virtual Machine. It communicates with the client interface and slave servers using the XML-RPC communication protocol [10, 11]. The MOS acts both as an RPC server, exposing methods to the client interface for job submission, as well as an RPC client, invoking methods exposed by slave servers for job distribution. Database operations are conducted using ORAAPI, a custom, specially-developed high-performance JDBC wrapper for Oracle. The console also provides the administrator with status information on the operation of the server, shown in Fig. 4. The administrator can view information about registered Slave Object Servers and the number of jobs and workers assigned to them in the SOS status screen displayed in Fig. 7.
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Figure 4

2.3 Slave Object Server

The UML diagram in Fig. 6 shows an overview of the interfaces that constitute the job definition. The Slave Object Server is a process manager component that handles the execution of worker objects that are assigned to it by the MOS. Upon startup an SOS 
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Figure 5

registers itself with an MOS and awaits job assignments from the MOS on its XML-RPC server. Once a message assigning one or more workers to the SOS is received, the SOS retrieves the bytecode for the worker class, loads it within its virtual machine, instantiates the worker object and invokes its execution method via the worker definition interface. The assembler is responsible for assembling the results of each worker into a single result set. The SOS provides the means for intercommunication between separate workers. Each worker is a separate XML-RPC server with its handle registered with the SOS to which it has been assigned. Each worker is aware of the SOS under which it is being executed and can invoke a method of the SOS that sends a message to any other worker of the job or the job’s assembler. Upon completion, a worker sends its result to the assembler and is terminated. The assembler is defined by the user, who implements the logic of assembling the data and deciding when a job is complete. When the assembler determines that the job has completed, it notifies its SOS and passes its result to it, which then notifies the MOS and returns the assemblers result. 

2.4 Job and Dataset Definitions

A Job in the JDOP-2 system consists of three parts — a distributor, a worker and an assembler. These are three Java classes usually supplied in a jar file [14] by the user. It is the responsibility of the user to 
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implement a set of necessary functions for the job in the Java programming language. The UML diagram in Fig. 9 shows an overview of the interfaces that constitute the job definition. The distributor is a Java class that implements the JDOPDistributor interface and provides an implementation of the distribute() method, receiving as a string parameter the dataset and the number of workers  and returning a vector of dataparts, one for each worker.  The distributor class is instantiated by the MOS in its virtual machine and the distribute() method is invoked before workers are assigned to individual slave servers. The worker is a class that is derived from the abstract BaseJobDefinition class which extends the Java Thread class. Thus the starting point of execution of the worker class is the user-overridden run() method. This method is invoked by the SOS upon instantiation of the worker object. The worker is not limited to this one method for the implementation of its logic, any number of additional methods and classes can be defined and called from within the worker class. The worker is aware of the SOS in which it exists via the BasicSOS interface which provides it with the send() method for sending a message to another worker in the job or to the assembler, and the updateStatus() method which notifies the SOS of its status. A worker can determine if a message has arrived for itself by invoking the isReceived() method. Each worker has an integer identifier indicating its order within the job. The assembler is a class that is derived from the JDOPAssembler abstract class and implements the virtual event handler method handleDataEvent(). The assembler is assigned to one of the slave servers in the system by the MOS. The SOS instantiates the assembler and invokes the handleDataEvent() whenever a message for the assembler is received. Communication with an assembler uses the same system as inter-worker communication. When the assembler determines that the job is complete it invokes the SOS method assemblyResult(). The dataset for a job is described within an XML file, an example of which is shown in Fig. 7. In this file the user specifies the number of workers to be instantiated, the entire dataset, as well as the names of the distributor, worker and assembler classes.

3. Conclusion

The JDOP-2 system effectively improves and extends the existing JDOP 1.0 system [1] providing a simple way to create, manage and execute objects over a network architecture. We have also simplified the creation of the client by clear, well-defined interfaces and the removal of all explicit sockets for communication. The system processes multiple job submissions in a multi-user mode, managing dynamic worker and dataset sizes and efficiently distributing object execution among available slave servers. The user interacts with the system through an intuitive web-based interface. JDOP-2 provides considerable freedom in the definition of worker object behavior in an environment where the execution process, system scalability and communication between individual workers are seamlessly managed by the system. The communication element allows JDOP-2 to compute tasks which require message passing.
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Figure 7

4. Future Work

We designed the JDOP-2 system because we felt there existed a real need for client-driven, scalable distributed object support. Our current model is running several test applications we developed for the system. The future goal is to use JDOP-2 as a testbed for some of our own research work, including Genetic Algorithmic distributed solutions for genome string matching, facial recognition redundant parallel recognizers, and others. We foresee as a further improvement the distribution of the MOS, effectively creating multiple MOSs. Each MOS would have a set of its own satellite SOSs, effectively making a set of clusters of distributed processing elements. This would require a communication of the MOSs with the central MOS lookup server as well as a higher level of load balancing. 
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