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           CS 580

Backpropagation LCD Two-Layer Net

In this assignment, you will develop a backpropagation ANN. The network should have as input a set of 4 binary inputs plus a bias input. The bias input should be an always-on input to maintain energy in the ANN. The Target vectors will consist of a seven-panel LCD display. This display is capable of lighting up appropriate panels for digits from 0, 1, 2, through 9. 

The number of hidden layer neurons (layer J) is 11, but you should experiment using different numbers. The output layer (layer K) has 7 neurons which are displayed in the traditional seven-panel display style (see in the diagram). 

The input is a binary set {{ 0,0,0,0}, {0,0,0,1} , . . . { 1,0,01}}. The target set is also binary {{1, 1,1, 1,1, 1, 0},  {0, 1,1, 0,0, 0,0}, . .  {1, 1,1, 1,0, 1, 1}}.

The neurons will be analog in that their activation function will be the sigmoid type as discussed in class, 1 / ( 1 + e -(NET).  The learning rate ( will be in the range of 0.3 to 1.8. try using different values. The lambdas can also vary. Try using 0.5 up to 2.0, for example. Although the target is binary, the analog layer K neurons should fire (On) if a value exceeds some threshold ( 0.8, for example ). If the value is < 0.2, the neuron does not fire – is Off. In the range between 0.2 and 0.8, the neuron is uncommitted. An uncommitted neuron is in error from any possible target. Below a sample program is shown.
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