Program #2







   
           CS 580

Single Layer Feed Forward Perceptron

In this program, you will write a Java code to implement a Perceptron ANN to convert from a binary representation of a 4-bit number to its hexadecimal notation. Your input will be a 4-bit string, and the correct output will be a fire response from one of the appropriate 16 hex output neurons. 

You will have a training input vector set consisting of the following:

I1 = [ 0,0,0,0 ]

I2 = [ 0,0,0,1 ]

. . .

I16 = [ 1,1,1,1 ]

The corresponding target vectors will look as follows:

T1 = [ 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 ]

T2 = [ 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1 ]

. . .

T16 = [ 1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 ]

The neurons are of the simple, simple binary type. The threshold activation function will be used. You will need to draw a graphic representation of the input vector, perhaps filling in blue values for ones, and yellow ones for zeros. So as the training is proceeding we can see the value of the input vector. Also you need to show the relative weights as they are being adjusted during training. A good idea may be to use the 256 shades of red from [0,0,0] to [255,0,0] for cold to hot values of the weights. Similarly to the input vector, the output vector also needs to show its output. Perhaps a black value indicates it is off and a yellow that it is on. 

You will need to have  a GUI which would allow for the following inte3ractive changes: set weight random center point, set weight random range, initialize weights, set the learning factor, set the threshold, and start/pause/stop the training. Also you need to display the error value for a  training cycle and the current cycle number . Obviously once the training error is 0 for the input vector set the training is complete. 

