-

> Real-Time

o

uring the last two decades, rapid advancements in
computer, communication, and control technol
ogies have greatly accelerated the efforts of devel-
oping novel prototypes and their cost-effective
applications in automation, Today, besides intro
ducing intelligence directly into equipment/systems through
embedded microcomputers and providing virtual proto-
typing through enhanced computer-aided (CAD)/ com
puter-aided engineering (CAE) facilities, information flow is
well regarded as an essential part

of the integrated design approach by KOK-MENG LEE
whereby all members of the pro-
totype development and manufacturing automation team
can work closely together throughout the design and manu
tacturing cycle
This article focuses on two subtapics, The first s the de-
velopment of a theory for prototyping discrete-event and
hybrid systems and i applications. In discrete-event dy-
namic systems (DEDS), state transitions are cansed by inter-
nal, discrete events in the system. DEDS are attracting
considerable interest, and current applications are found in

manufacturing systems, communications and air traffic sys-
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New Trends in Prototyping for Robotics
and Automation Include Discrete-Event

and Hybrid System Prototyping and

Vision System Design

tems, robotics, autonomous systems, and artiticial intelli
gence. An overview for the development of a simple graph-
ical environment for simulating, analyzing, synthesizing,
monitoring, and controlling discrete-event and hybrid sys
rems 1s also presented. The second focus is on prototyping
machine vision for real-time auromanon apphcanons. We
discuss the problems associated with taditional machine vi
sion systems far cost-effective, real-rime applications, novel
alternative system design to overcome these problems, and
the new trends of modern vision

Madern

|'||'|'1\']11t." the features of oradi-

and TAREK M. SOBH

SENSOTS. SIOLEATE 50501
rional machine vision svstems at less than half of the usual
price by eliminanng the signal-conversion electronics,
I'he

camera, image-acquisition electronics, and computer are

fixed-frame rates, and limited gray-scale quannizarion

integrated into a single umit to allow dynamic access to the
charge—coupled devices (CCDs) withour image float or
flurter. We also present a physically accurate image synthe-
sis method as a flexible, practical tool for examining a large
number of hardware/software configuration combinations
for a wide range of parts.
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Discrete-Event and Hybrid Systems

The pndetlying mathematical representation of comiplex
computer-controlled systems is sull insufficient to create 2 ser
of models thar acouritely caprure the dynamics of the systems
over the entire mpge ol system operation. We renuin o i sit-
wition where we must trde off the accuracy of our models
with the manageability of the models. Closed- form solutions
of mathematical models are almost exclusively limited o lin-
eur syitem models. Compurter simmulation of nonlinear and dis-
crete-event models provides a means for offline design of

Rapid advancements of computer,

communication, and control technologies
have accelerated the efforts of developing
novel prototypes and their cost-effective

applications in automation.

conerol systemis, Guarantees of system performance are limited
t those reggons where robustness canditions apply. These
conditions may not apply during startup and shutdown or
during periads of anomalous operition,

Recently, ttempts Bive been made o model low= and
high-level system changes in automated and semi-automatic
systens as DEDS, Several attemipts o improve the modeling
capabilities are focused on mapping the continuous world
inw a discrete one. However, repeated resulty are availuble
thue indicare that large interactive systeme evolve into seates
where minot events can lead to a catastrophie. Discrete-event
systetiy (DES) have been used in many domains to model

and control system state changes within a process. Some of

the domains include
manuficturing;

rabories;

attonomous agent modeling;
control theory;

assembly and planning
cancurrency control,
distribured systems;
hierarchical contral;
highway-traffic control;
autonomous observinion under uncertamey;
Opernng sysrems;
cotmumication protocols;
real-time systems;
scheduling: and

* simulation.

A number of tools and modeling techniques are heing used
to model and control discrete- event systems in the above do-
mins, Some of the modeling strategies include

* omed, untmed and stochastic Petrd nets (PNs) and state

Litenta;
* Markovian, stochasne, and perturbation models;
* state machines;

L I R S I I I R
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* hierarchioul sgate machines;

* hybnd systoms modeling;

* probabilistic  modeling  (uncertainty

representation);

* gueuing theory: and

* recnrsive functions.

Here, we present a brief review for protoryping dis-
crete-event and hybnd systems, diseuss some rechniques used
m the DEDS field, and present a simple software prototyping
tool lor representing hybnd DES.

recovery and

Hybrid and Discrete-Event Systems
DEDS are dynamic systems in which state tran-
sitions are triggered by the occurrence of dis-
crete-events i the system. DEDS are suitable
tor representing hybrid systems, which contain
one or more of the following charactensties:

* cantinuous domain,

¢ discrete dosmain,

* chaotic belavior, and

¢ symbolic parameters.

Some examples of DEDS are

¢ Dara Network: A = [send, receive, timeot, lost)

# Shop with k jobs: A = |admit_job, job_finished

¢ Electric Digtnbution: A = [normal, short_cireut,

aver_ourrenty .

There are several frameworks that can be used (o model
DEDS such as: finite automata;, PNs, Markov chains, efc.
Choosing one of these framewaorks depends an the narure of
the problem being modeled and the implementution tech-
nigues avadlable w implement this model.

DEDS have been applied ro model many real-tine prob-
lemis and are mveolved i different types ol applications, Some
ol these applications are

* nerworks,
manufacturmg (sensing, inspection, and wssembly),
econuotny,
robotics (cooperating agents),
highway traftic control, and
VpETAting systems,

For more detatls about DEDS applications see [1]-]6].
DEDS will have an important role in the development
and bmprovement of muny other applications in ditferent
disciplines.

* % 4 9 0

Discrete-Event Models
As mentioned before, there are several representations and
frameworks used in DEDS modeling. Same of these frame-
waorks are
* automata (untimed, timed, temporal, stochastic);
* pushdown automim, Perecursive, and tuinng machines;
* 'Ns (nmed, unnmed);
* Markov chains;
* gueuing theory;
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# min-max algebra;

# uncertainty modeling; and

+ classical control.

“T'hese frameworks can be categorized in three different domains:

* Timed versus untimed models: the untmed models empha-
size the “state-event sequence” of a DEDS and ignore
the holding time of each state, while in the timed mod-
els, “time” is an essential part of the model,

* Deierministic versis probabilistic models: deterministic mod-
els assume preknowledge of the sequence of events that
will occur at any time, while prohabilistic (stochastic)
models wsocite probabilities with each event.

* Computational models: these can be
- logical models in which the primary questons are of
qualitative or logical nature;
~ algebraic models, which can capture the description of
the trajectories in terms of a finite set of algebraic opera-
tons; and
- performance models, which form in terms of continuous
variables, such as average thronghput, waiting time, etc.

Fig. 1 shows the different models of representing DEDS

and their charactenstics. More about DEDS models can be
found n |3].

Evaluation of DEDS
The evaluation of each framewaork can be done in four di-
mMensions:
#+ Descripuve power
Language complexity 1s based on the formal theory of
languages. Each finite-state machine

A Simple Prototyping Tool

We have built a software environment to aid in the design,
analysis, and simulation of discrete-event and hybrid systems.
The environment allows the user to build a system using ei-
ther FSMs or PNs. The environment runs under X/Motif and
supports a graphical DES hybnd controller, simulator, and
anulysis framework. The framework allows for the control,
simulation, and monitoring of dynamic systems that exhibit a
combination of symbolic, continuous, discrete, and chaotic
behaviors, and includes stochastic timing descriptions (for
events, states, and computation time); probabilistic transitions;
controllability and observability defimitions; temporal, nmed,
state space, PNs, and recussive representations; analysis; and
synthesis algorithms.

The environment allows not only the graphical construc-
tion and mathematical analysis of various timing paths and
control structures but also produces C code to be used as a
controller for the system under consideration.

Using the environment is fairly simple. For FSMs the de-
signer uses the mouse to place states (represented by ovals) and
connect them with events (represented by arrows). Transi-
tions and states can be added, moved, and deleted easily. Fig. 2
15 an example of a simple stochastically timed FSM, containing
four states and five events.

The probabilities on the events (that 1s, which path to navi-
gate in the automaton) are designated using the marked field
in the status dialog box. The different timings (on event and
state times) and distribution function type, mean, and variance
can be assigned through the status dialog box too. The allow-

(FSM) generates a language L that rep-
resents all possible traces of this FSM: Timed Untimed
| Temporal Logic Finite State Machines
Logios Timed Petri Nets Patri Nets
L(FSM) © L{PNs). : - Finitely Aecursive Proc.
Algebraic Min-Max Algebra C '8 tial Proc.
So, PNs are more language complex than Parformance gmgm uing
FSM. Stochastic Petrl Nets .
- Algebraic complexity 15 based on Stochaslic —> | <— Nonstochastic
systems theory. We can consider any

algebraic system as a set of models and
a set of operators that map one or
more models to another. For example, in transfer
funcrions, addinon and muluplication reflect serial
and parallel systems.

* Implementation

¢ Performance evaluation
- Logical correctness is a desirable property of the traces
generated by any DEDS model. In the data necwork ex-
ample, we must guarantee that each transmitted packet
has been received correctly by the receiver.
- Real-time requirement is a desirable property of the
real-time response of the actual system. It is necessary to
embed the DEDS model in a real-time environment.

* Applications.
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Figure 1. Different models for DEDS.
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Figure 2. A stochastically timed FSM window dumag_ ana!;m
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able distriburions are currently resimicted o Gaussian and expo-
nential functions, but they can be easily extended to arbitrary
discrete or continuous distributions. A window shows the dis-
tribunon function at a state or event and allows the user to do
queries; for example, queries on whether a palh nme prnh:lhil—
ity is greater or less thun a given tine, combined timing distri-
butions to reach a goal state through various paths, ere. The
dialog box allows the user to perform quenes of varnions kinds,
The currently selected state/event is drawn with a dashed line,
and the information in the status window pertains to it, Opti-
mizing paths based on stochastic timing can also be performed:
in that case, windows will pop out with the event path and the
status window wall have the combined distribution function.
Fig. 3 presents an antomaron model i the environment. The
environment also produces C code for controlling the system
under consideration. In our 'N model, we have extended the
definition of stochastic timed PNs to have addinonal amings.
Our model has three times associated with it place, delay, and

Figure 3. A snapshot of the FSM environment

[} Place Time

Delay Time

* Event Time

v v

Figure 4. The proposed thiee lime zones for o limed PN

(18
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cvent (see Fig. 4). The place time 15 where the token is held
back and delays the enabling of the rransinon. This represents
the computation time of that place. The delay time is associ
ated with the nput arcs to a transition. [t represents the time to
leave the corresponding place. The event nme s analogous to
the single tne in stochastic tmed PNs, which s called firing
fme, We believe that this lends to @ more intuitive representa-
non of the nmes and simplifies the modeling task since i cap-
tures more details than the ongmal timed PN model.
We can define the new model as:

PN=(P, T, AW, x,)

where

P = set of plices with associated rndom variables;
T = set ol transitions;
A=A

1T}

A, with
A, set of elements from |Px T} with associared
random vanables,

A, set of elements from 1" x P};

W = a weight funcoon, uz A — {1,2,3,...}; and

X, 15 an mmtal marking,

The environment for PNy i similar, Circles, transitions by
ellipses, and ares by arrows represent places graphically. As
mentioned above, there are three locations where one can
place timing mformation: event tme, which i the tme the
actual event takes; place time, when a token 1s moved through
a transition firing there is a place time that lides the token un
ul it has expired; and delay ome, which comes into effect
when a transition fires—it 15 the ome for the event to reach the
tansition. The event ume will notstare unnl all of 1ts input to-
kens delay ame has expired. Fig. 5 depicts a snapshot of the
PN environment in action,

The system generates C code for the user hybnd system, so
one can simulate and control an actual systeny using the code.
The € cade is currently generated for FSMs (soon code wall
be generated for PNs too). A PN will be converted to an 'SM
before code is generated; all ol the uming is then placed on the
events, The user has to selecr the imnal state and provide the
function for simulating/generanng the events: the code wall
keep track of the elapsed simulated time and will return when
it reaches a stare wirh no transitions.

The environment allows conversion back and forth be-
tween the FSM and PN models. Conversion to a PN is
straightforward, but one loses the event probabilities. The
only thing that is needed is to create a transition for every
event. Conversion from a PN w an FSM is only possible il
the PN 15 k-bounded, which means no place can ever have
more than k tokens. The system generates a state lor every
possible marking of that net. The states are represented as the
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marking; the events are just the transitions. The three
“Ltimes™ are pushed into the evenrs. The system convolves
the maxunum of the input delays with the event and the
maximum of the place nmes. The muximum [unction is a
stanidard convolistion, except that the maximum s used in-
stead of multiplicaton,

The algorithm for generating all of the markings
starts with some initial marking and then goes
through all of the possible transitions. If it can fire,
the firng 15 simulated, and the new marking is -
serted into the set of states. I 1t 18 already repre-
sented, the tmnsiton 8 kept. Otherwise, the
transition is kept and recursion s done with the new
marking. This process is repeated imtil no transitions
can be fired.

Our system can serve as a simple graphical siimulator, ana-
lyzer, synthesizer, monitor, and controller for hybrid systems
models using cither PN or FSM high-level trameworks.

Trends in Machine Vision System Design

The predicnive model provades a baseline of “in-advance™ in
formanon, burif routne devianons are greater than can be tol-
erated, angment  this  baseline
information for feedback (o controllers. In existing systems,
estimates of the impact of sensing systems on process perfor-
nmance indicate as much as a six-fold increase in effective oper-
ation speed [7]. A general review of different sensors for
robotics and auromation can be found in [8]. One of the major

sensors  are  peeded o

contibutions of mtormation technologies to sensors was the
wdea of digntized output, which removed analog vanation trom
the ourputs. A good illustrative example is machine vision,
which grows from a standard composite video signal thar the
television industry uses, W u more general-purpose sensor
with onboard intelligence.

However, although it has been well recopmized in the past
three decades that vision can add considerably to flexibility (by
simplifying grippers, component feeders, and location tooling
andd can reduce the engineering time requured to implementit,
the capabilities of conmercial vision systems for use in part
verification, kittng, and presentation for roboue wssembly are
still very limited, Unitil the late 19805, most vision systems em-
ployed a camera that output a video sigoal limited by the tradi
tional TV standard (typically 30 /s specified by the RS170
estublished i the 1950s) and an object-dependent structured
llumination. For use us 4 robot vision system, a frame grabber
board and a lgh-performance host computer must accom-
pany the video camera. The conventional vision approach
penerally discards color information and requires a substannal
amount of memory and dag commumnication time as well as
sophisticated  vision interpretation,  Variations in surface
reflectance, coupled with algorithm computational demancs,
often make the conventonal approach too expensive, unreli-
uble, and slow. 1In addition, the conventional vision approach,
which attempts to emulate hunun eyes and brain, does not
necessarily yield the accurate data required by the robots,
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Alternative Vision System Architecture

To overcome the problems associated with the traditional
video-based vision system, several vision systems were de-
signed for roboric applicarions. Among these 1s a flexible -
tegrated vision system (FIVS) developed at Georgia Tech i

DEDS are attracting interest, and current
applications are found in manufacturing
systems, communications and air-traffic
systems, robotics, autonomous systems,

and artificial intelligence.

the late 19805 [9], which offers performance and cost advan-
tuges by integrating the imaging sensor, control, iluming-
tion, direct digitization, computation, and data commui-
cation m a smgle unie. By eliminating the host computer
and frame grabber, the camera 1s no longer restricred by the
RS-170 standard and, thus, frume rates higher than 30 tps
can be achieved.

ARCHITECTURE

As shown in Fig. 6, the central control unicof the Hexible mte
grated vision system 18 a microprocessor-based control board.
The design is to have all of the real-time processing performed
using the microprocessor control board without relying on
any other system or computer. The prototype of FIVS is
shown in Fig. 7.

ONBOARD PROCESSOR

I'he digital signal processor (DSP)-based control board is
designed to communicate with several option boards in
parallel to milor the system for a number ot applications
Lach of these option boards is controlled independently by
a programumable logic device (PLD), which receives a pe-
ripheral select signal, a read/write signal, and an address sig-
nal from the microprocessor control board. Typical
examiples of the option boards for the FIVS are the digi-

Figure 5. A snapshot of the PN environment.
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tal-video head, a real-time video record/display/playback
board, and an expandable memory board.

CAMERA

The video head consists of an m x n CCID array, the output of

which is conditioned by high-bandwidth amplification cir
cuitry. The output s then sampled by a “llash™ analog-to-dig-
ital converter (ADC). The DSP-based control board provides
direct software control of the CCD armay scanning and inre

gration vme, the intensity of the collocated illummanon, and
the real-time execunon of a user-selectable vision algorithm
imbedded in the electrically erasable/progrumable read-only
memory (EEPROM). In operation, the PLD decodes the
control signals to minate row and column shifis in response to
commands from the DSP-based control board. Particular row
and column shifts enable the retrieval of only a specific rele-
vant area from an image. The PLIY alsa provides control sig

nals to the ADC for petforming the analog-to-digital
conversion synchronized with row shifis
and enables the video buffer when the

DSP reads or writes data to the video

Robot
Controller |

Haost

Computer

random access memory (VIRAM).

Program

EPROM IMBEDDED SOFTWARI

The wvision-system imbedded software

gives users the flexibility to control the
CCD army scanming and  integration

time and the intensity of the illuminu-
With the CCD under software
control, partial frames can be capoured

Program

HAM Lion.

mstead ol the customary full frame, re-

Address and Data Bus

ducing the cycle ame required to cap-

ture and process an image. The ability to
shift out partial frames is weal for lagh-

speed (racking applications where the

[ Video Bufter [Static
I RAM)
4

approximate location is known from a
I‘r‘il)f Inldgt' U\' I't‘ljl.li_'”lg lht.‘ lilllt.‘ (o
capture an image, the effecave frame
rate 18 increased. For example, shifting

Vidoo
Flash A/D D/,

Control

out 1/4 ol an unage can increase the
Logics

[rume rate up to 480 fps, not including

the ame required for illuminaton and
RS-170 1 '
image processing. This frame rate is 16

Manitor ar
3 Video Recorder

times the nte achievable from the RS-
170 standard.

The New Trends

Figure 7. FVS and its collocated lfurmination system

Unlike conventional RS170-based sys-

tems, which require pixel data w be
stored in a video buffer before processing of pixel data can
commence, the FIVS design provides an option to com-
pletely bypass the video buffer and thus offers a means o
process and/or store the digitized pixel data by directly trans-
ferring the ADC output to the DSP. For real-time vi-
sion-based object tracking and monon control system
applications, the scheme represents a significant saving in
time and video buller size required [or processing an image.
As an illustration, consider an image array of m X n pixels
The ume needed to store the entire image (with no com-
putation) in a memory at K MHz is (m xn )/}k Hs and re-
quires m X n bytes of memary, Typical army size of a CCIL
ranges from 200 x 160 1o 4096 x 4096 of pixels. The corre-
sponding video buffer and nme required simply to store the
entire image at a clock rate of 10 MHz would range from 32
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kB o 16 MB and 3.2 ms to 1600 ms, respectively! Clearly, the
aption to completely bypass the video buffer offers a potennally
useful solution to eliminate the frame storage prerequisite that s
often required in conventional vision systems. Furthermore,
this scheme completely elhmimates the special hardware needed
in acquuring the digitized pixel data for storage

APPLICATIONS

With onboard intelligence, computer-controlled machine
vision systems have found a number ol real-time applica-
tons where the accuracy of image gray-scale
I)i.'\t‘l V.lll.ll"\ Far (:lll[’“"(.‘]}lh& Illldg(‘ SI"I]T]!" nf
these examples are robotic purt pickup [10],
motion tracking [11], three degree-of-free-
dom (DOF) orientation sensing [12], servo
track-wnting in hard disk dreive manufacturing
[ 13], disassembly antomanon [14], and haptic
sensors | 15]

The advances in direct-digital machine vision
will continue to lead to new ways of addressing industrial an-
tomation problems that were difficult, if not impossible,
solve, particularly for traditional industries. One such example
I8 an ongommg development of a high-speed, live-bird-han-
dling systemy for poultry processing applicanons, where ma-
chine vision has played a significaot role in automating the
process of transferning live birds from a moving conveyor to
shiackles, typically ar a line speed of 3 hirds/s. Live-hird-han-
dling problems have been found difficult because the birds
tend to flail abour when they are caught. Nonevasive tech-
nigues must be developed along with the sdy of sumulus en
viropments to promaote behavior comphance, the study of the
role of visual responsiveness, and the evaluation of vision acu-
ity in ditferent spectral environments, Often such real-ime
control application requires i stringent combination of struc-
tured illuminaton, reflectance, and imaging sensor.

Structured illomimatnon and reflectance of a machine vision
systemnn could play a significant role in the live-bird-handling
apphcanon [16] where the bird's posture 15 determmed for
real-time manipulation of the bird’s legs. In order to keep the
bird from Qailing and its presentation umiform a8 the bird en-
ters the a grasper, retroreflective sensing techmique [10] has
been used to obtain a snapshot of the moving bird, The struc
tured illumination system consists of a low-intensity spectrally
filtered illummanon and a vision system that captures a snap-
shot of the bird aganst a retroreflecuve background. g, 8
shows un image of a bird on a conveyor moving at (1.5 m/s to-
ward the grasper. The image of the bird was captured against a
580-85 Black Scotchhite retroreflective background with a
low-intensity lunmnation [ltered with a Roscolux full-blue
filter, since birds are imsensitive to blue hght (or low 400 nm
wavelengths),

ADVANCES IN NEW IMAGING SENSORS
In the early 1990s, complementary metal-oxide semiconduc-
tor ((CMOS) sensors emerged as low-cost, low-power alterna-
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tives to CCD. The prnnciple architectural solutions, which
enabled high-dati throughput, are the effective integraton of
pixel readout processing, ADC conversion, and the high

speed dual-port RAM in one single chip. The core of the
CIMOS sensor designs 15 an m X n photodiode active pixel ar-
ray, which is accessed in row - wise fashion and read out into
colurnn ADCs i parallel. With the addition of a column of
dual-port static rmindom access memory (SILAM), the readout
ol the digital daa can be done during the analog-ro-digital
(A/D) conversion of the next row. The sensor has an onchip

Modern smart sensors provide the features
of a traditional machine vision systems by

eliminating the signal-conversion

electronics, fixed-frame rates, and limited

gray-scale quantization.

digital block that runs the row processing, ADC conversion,
and readout; allows flexibility in selecting rows and columns;
and defines the start time for row processing or read. The use
of parallel pixel readout and diginzing, as well as casy ways off
multiplexing/de-multiplexing data—techmaques requured for
high-speed large tormat sensors—is challenging CCLY tech
nology i mainstream applications. Today, CMOS sensors
(for example, the 1024 % 1024 CMOS active pixel sensor [17])
have the potential to achieve very high-output dara rares over
500 MB/s and a low-power dissipation of 350 MW at a clock
rate of 66 MHz,

Attempts to emulate human visual perception have led to
the development ol high dynamic-range color (HDRC) im
aging systems [ 18], The power of human viswil perception lies
in its very high dynamic range and its robust object detection
due to high and constant contrast resolution in both brght and
dark regions of a scene, Natural photoreceptors, like those in
our eyes, have a loganthmie response that detecrs very fine ab-
salute steps in the dark or shade, while they limit their re
sponse to larger absolute steps at high mtensties, HDIRC
CMOS pixels generate an output voltage equuvalent to the log

Ive Backaround

Low Blue llluminalion

Figure 8. An example with structured illurmination/reflectance (snap-
shot of a live bird),
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of the local optical intensity. As a result, the high dynanic
range of the HDRC
camera that has reached its limirs, in spite of its advantage in

camera outperforms the digital CCD

resolution and all its postprocessing power.
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Figure 9. Model of the synthetic-imaging process.
-

Figure 10. Synthetic images of refroreflective field,
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COMPUTING AND INTEGRATION

The recent introduction of microprocessors with large mter-
nal caches and high-pertormance external memory mterfaces
iiakes it practical o design high-pedormance imaging systems
with balanced computational and memory bandwidths.
framework that allows a developer to choose a microprocessor
system that offers the performance and scalability often re-
qllln‘.'.d h\ il Tl..'.'ll"[]l'l'.ltf VISion .I.!')pl'l(‘..'ll.'l(}l'l 15 prl._'.‘ii_'l'l[lfli i |1‘)|
Using the component imspection application as an example,
they demonstrate that coprocessor-bused solutions, with local
memaory architects, allow throughput to scale lhinearly as the
number of processors increase. For demanding vision applica
tions, especially those that require future expansion, the most
practical solution remains a coprocessor board that 15 more
scalable, has higher throughput, and, ultimately, is cheaper
than the natve solunon.
other

Finally, one potential 1mpacr 18 the influx of
low-cost universal serial bus (USDB) and Firewire cameras
into the lucrative consumer market that drives the develop-
ment of the USB [20] and IEEE 1394 [21] (commonly
known as Firewire) communication standards. The USD
standard was designed to replace typical parallel and senial
170 ports (such as R8232) and has been widely accepred by
the PC industry. USB 2.0 is expected to have a speed over
120-240 MB/s. The IEEE 1394 standard was designed as a
high-speed bus with digital video as its target appheation,
The bus currently runs at speeds up to 400 MIV/s and expects

to exceed 1600 MB/s in the near future.

Prototyping Machine Vision Design

Imaging sensors are charactenzed by their specific bandwadths,
or wavelengths, of light, which maximize the sensor response
and will provide it with an optimum operating environment. It
is desired rhar the photo-detector respand only to the hght from
the illumination source structured for the object but not that ot
ambient lightung, Syntheae images [22] can efficiendy be used
to study the effects of illumimanon and vision system design pa-
ramelers on image accuracy, providing insight into the acouracy
and efficiency of image-processing algorithms i determining
part location and onientation for specific applications, as well as
reducing the number of hardware prototype configurations to
be built and evaluated. Fig. 9 compares the processes used to
generate synthetic unages for photo-realistic and physically ac
curite synthetic images for vision system applications,

As shown in Fig. 9, an accurate mathematical model 18
needed to describe the physical scene and the vision system
used to capture that scene. This model is used o simulate
scene illumination, which is represented as an array of (pixel)
raciances. This array of radiances 1s then converted to en
ergy/area values, which are tunsformed by a mapping based
on a model of the system sensor and how it converts incident
light energy into gray-scale values

The physically accurate synthetic image 15 simulated in a
rwo-step process. In the first step, RADIANCE, a freely dis-
tributed software package from the Lighting Systems Re
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search Group of the Lawrence Berkeley Laboratory, is used to
solve the radiative heat transter equation. In the secand step,
the sensor model for the computer vision system is modeled
using a power law [10].

Fig. 10 quantitatively compares various methods of gen-
erating synthetic images, where synthetic images of the
rerroreflective background were generated and compared
1o a captured image of the retroreflective field (Fig. 10). As
seen in Fig. 10(a), a CAD-generated image assuming an
ideal dilTuse surface results in an image that is nearly black.
Fig. 10(b) illustrates RADIANCE's ability to model the
retroreflective background: however, the illuminated area
18 too small and too sharply defined. Incorporation of the fi-
nite aperture [Fig. 10(d)] results in an image with a more ac-
ceptable transition between the illuminated and non-
illuminated areas, but the illuminated area is still too small.
The importance of accurate source-emission distribution
modeling is shown in Fig. 10(c). Other detailed illustrative
examples of using physically accurate synthetic images can
be found in [23].

The benelits of this realistic image synthesis are three-
fold. First, it provides a rational basis (or designing the hard-
ware and software components of a machine vision system.
Second, 1t provides a standard platform for comparing algo-
rithims and predicting the optimal algorithm (and optimal
performance) for a specific application. Additionally, it pro-
vides an opportunity to perform an in-depth study of the fac-
tors that can significantly degrade the performance of
image-processing algorithms and aid in the determination of
crivical design parameters. A third benefit is the ulamate de-
velopment of a well-designed CAD-tool thar utlizes physi-
cally accurate synthetic images to accurately and in-
expensively predict the performance of a proposed vision
system design prior to implementation or construction of a
prototype, minimizing the need to build and test a large
number of hardware configurations. Such a tool also allows
necessary changes in part design to be made carlier in the de-
sign phase, significantly reducing implementation time and
improving industrial reliability.

Summary

We have presented trends of prototyping design and autormi-
tion with an emphasis on two subtopics. The first was a brief
review of discrete-event and hybrid systems prototyping. A
simple software environment system was developed for simu-
lating, analyzing, synthesizing, monitoring, and controlling
discrete-event and hybnid systems, The second was a review of
the trends in prototyping real-nme machine vision system de-
sigm. Specifically, we presented an alternative system design to
overcome problems associated with a traditional video-based
vision systems: a physically aceurate image synthesis method as
a flexible and practical ool for examining a large number of
hardware/software configuration combinations for a wide
range ol parts.
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