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LOGICAL CONTROL FOR MOBILE ROBOTS
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Abstract

In this work we present a distributed sensor-based control
strategy lor mobile robot navigation. We investigate a server-client
model, where the clients are executing their tasks in parallel. The
logical sensor spproach is used as a hybhrid framework to model
and implement the sensory system f[or control of the mobile robot
The framework allows for a hierarchical data representation scheme,
where sensory data and unceriainty 18 modelled and used at different
levels, depending on the nature of the requested conirol commund
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1. Introduction

In any closed-loop control system, sensors are used to pro-
vide the feedback information that represents the current
status of Lhe system and the environmental uncertainties.
The main component in such systems is the transformation
of sensor outpuls Lo the decision space, then the compu-
tation of the error signals and the joint-level commands
(see Fig. 1). For example, the sensor readings might be
the current tool position, the error signal, the difference
between the desired and current position at this moment,
and finally, the joint-level command will be the required
actuator torque/force.
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Figure 1. Closed-loop control system.

The sensors used in the control scheme shown in Fig. 1
are considered Lo be passive elements that provide raw data
to a central controller, The central controller computes the
next command based on the required task and the sensor
readings. The disadvantage ol Lhis scheme is that the cen-
tral controller may become a bottleneck when the number
of sensors increases, which may lead Lo longer response
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time. By response fime we mean the time between Lwo
consecutive commands. In some applications the required
response time may vary according to the required task
and the environment status, l'or example, in autonomons
mobile robots with the task of reaching a destination posi-
tion while avoiding unknown obstacles, the time to reach
the required position may not be important, however, the
response Lime for avoiding obstacles is critical and requires
a [asl response,

Fast response can be achieved by allowing sensors to
send commands directly to Lhe physical system when quick
attention is required. This i8 analogous to human reactions
to some events. In the normal cases, the sensory sysiems
in humans (e.g., eye, ear, nerves, etc.) sends perceived
data to the brain (the central controller), which analyzes
this data and decides the next action to be taken based on
the result of the analysis and the required task to be done.
llowever, humans have a very fasl contracting reaction
when touching hot surfaces, for example. In such cases,
this reaction behaviour is due to commands sent directly
from Lhe nerves at the skin spot where the touch occurred
Lo Lthe muscles, bypassing the brain. This particular type
of leedback control and response needs to be encapsulated
in sensing controllers,

In this work, several controllers (clients) are working
in parallel, compeling [or Lhe server. The server selects
the command to be execuled based on a dynamically
configured priority scheme. Each of Lhese clients has a
certain task, and can use Lthe sensor readings Lo achieve ils
goal. A special client with the task of avoiding obslacles
is assigned the highest priority. The clients needs to know
the current state of the system and the command history
to update their control strategy. Therefore, the server has
to broadcast the selected command and the current state
of the system. Commands with lower priorities will be
discarded and their sender sensors notified. Tasks with
the same priorities will be randomly sampled, unless a
strictly-ordered priority function is being considered.

Another aspect of this work is incorporating tolerance
analysis and measures into the sensory system. This
provides quanlitalive measures for the accuracy of the
location of measured points, IU also serves as the basis for
devising sensing strategies to enhance the measured data
for localization and map construction.

The logical sensor approach, which we used to model
the sensory system in our mobile robot, allows flexible
and modular design of the controllers. It also provides
several levels of data abstraction and tolerance analysis



based on the sensor Lype and the required task. The initial
work on this project is deseribed in [1]. This approach is
used Lo build high-level requests that may be used by the
application program. These requests include measuring
data points within a specific tolerance or within a certain
time limit.

A brief background and related work in sensor-based
control and mabile robots is presented in Section 2. The
proposed control scheme is described in Section 3. Some
experiments and simulation results are presented in Section
4. Finally, our conclusions about this work arc presented
in Section 3.

2. Related Work

There has been a tremendous amount of research in the
area of sensor-based control including sensor modelling,
multisensor integration, and distributed control schemes
for robotic applications in gencral and mobile robots in
particular.

A sensor-based control using a general learning algo-
rithm was suggested by Miller [2]. This approach uses a
learning controller that learns to reproduce the relation-
ship between the sensor outputs and the system command
variables. Another technique for sensor-based obstruction
avoidance for mobile robots was proposed by Ahluwalia
and llsu [3]. In their technique, the robol is able Lo move
through an unknown environmenl while avoiding obsta-
cles.  Simulalions were carried oul assuming the robot
had eight lactile sensors and the world is modelled as a
two-dimensional oceupancy matrix with (0's representing
emply cells and 1's representing occupied cells. Another
method for sensor-based obstruction avoidance was pro-
posed by Gourley and Trivedi [4] using a quick and efficient
algorithm for ohstacle avoidance.

Hagar proposed a novel approach for sensor-based de-
cision making system [5]. His approach is based on formu-
lating and solving large systems of parametric constraints.
These canstraints describe both the sensor data model and
the criteria for correct decisions about the data.

There has been a fair amonnt of research in developing
languages for sensor-based control for robot manipulators.
The goal of such languages is to provide an easy tool
for writing adaptive robotic controllers. Some of these
languages are described in [6]. Several research activities
for sensor-based control for robotic applications can be
found in [7].

Lin and Tummala [8] described an adaptive sensor
integration mechanism for mobile robot navigation. They
divided the navigation process into three phases:

Sensing: firing different sensors then sending the
perceived data to the data processor

Integration: interpreting sensory data of different
types into a uniform representation

Decision: deciding the action plan based on the cur-
rent workspace representation

Luo and Kay [9] conducted a survey on multisensor-
based mohile robots. In their survey, they presented a

75

number of control stralegies that have heen used in this
arca.

A distribuled decentralized control scheme is proposed
by Mulambara and Durrant-Whyte [10]. This scheme
provides flexible, modular, and scalable robot control net-
works. This scheme uses a non-fully connected control
components, which reduce the number of interconnections
and thus reduce the number of required communication
channels.

The idea of smart sensing was investigated by sev-
eral researchers. Yakoviefl ef al. [11] represented s dual
purpose interpretation [or sensory information; one for
collision avoidance (reactive control), and the other for
path planning (navigalion). Seleclion between the two
interpretations is dynamic depending on the positions and
velocities of Lhe objects in the environment. DBudenske
and Gini [12]| addressed the problem of navigating a robot
Lhrough an nnknown environment, and the need for multi-
ple algorithms and multiple sensing strategies for different
situations.

Discrete event systems (DES) method is used as a
platform for modelling robot behaviours and Lasks, and (o
represent the possible events and the actions Lo be taken for
each event. A framework [or modelling robolic behaviours
and tasks using DES [ormalism was proposed by Koseckd
el al. [13]. In this framework, there are two kinds of
scenarios. In the firsl one, reactive behaviours directly
connecl observations (sensor readings) with actions. In the
second, observations are implicitly connected with actions
through an observer.

In our proposed control scheme, the sensory system
can be viewed as passive or dumb element which provides
raw data. It can be viewed as an intelligent element Lthat
returns some “analyzed” information. Finally it can be
vised as a commanding element that sends commands to
the physical system. Each of these views is used in different
situations and for different tasks. A detailed description of
the proposed control scheme is presented in the following
scction.

3. The Proposed Control Scheme

Robot behaviour can be described as a function 7 that
maps a sel of evenls £ to a set of actions A. This can be
expressed as:

F.:E— A

The task of the robot controller is to realize this
behaviour. In general we can define the controller as a set
ol pairs:

'{(E[ ' ﬂ‘l]’ (83! ﬂg}, waiery {E“, aﬂ]}
where e; € £, and a; € A.
The events can be defined as the interpretation of
the raw data perceived by the sensors. Let us define the
function 7 which maps raw data R to events £:

T:R— &



The functions 7 and F can be closed form equations,
lookup Lables, or inference engines of an expert system.
This depends on the kind ol application and the complexity
ol each lransformalion.

3.1 Abstract Sensor Model

We can view Lhe sensory system using three different levels
of abstractions (see Fig. 2).

1. Dumb Sensor: returns raw data without any inter-
pretation. For example, a range sensor might return
& real number representing the distance to an object
in inches, and a camera may return an integer matrix
representing the intensity levels of each pixel in the
image.

2. Intelligent Sensor: interprets Lhe raw data into an
event nsing the function 7. For example, the sensor
might return something like “will hil an object,” or “a
can of Coke is found.”

3. Controlling sensor: can issue commands based on
the received events. For example, the sensor may issue
the command “stop” or “turn left" when it finds an
obstacle ahead. In this case, the functions F and T
should be included in the abstract model of the sensor.
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Figure 2. Three levels to view a sensor module.

The dumb sensor can be used as a source for the
feedback information required by the control system. It
can be also used to gather measurements to construct a
map for the surrounding environment. The process thal
uses a dumb sensor as a source of information needs to
know the type of that sensor, the format of the data the
sensor returns, and the location of the sensor, to be able
Lo interpret the perceived data. The intelligent sensor may
be used for monitoring activities. The process that uses an
intelligent sensor needs to know only the event domain and
maybe Lhe localion of the sensor. On the other hand, the
commanding sensor is considered te be a “client” process
that issues commands Lo Lhe system.

3.2 A Distributed Control Architecture

Several sensors can be grouped Logether representing a log-
ical semsor [14, 15]. We will assume that each logical sensor
is represented as a client process Lhal sends commands
through a chanel to a multiplexer (the server process),
which decides the command to be execuled firsl. Besides
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Figure 3. The proposed control scheme.

Lhese logical sensors, we might have other processes (gen-
eral controllers) thal send commands to the server process
Lo carry oul some global goals. Fig. 3 shows a schematic
diagram [or the proposed control scheme.

Let us call any process that issues commands to the
server a client process. In this figure, there are three types
of clients:

1. Commanding Sensors: that are usually used for
reaction control and collision avoidance

2. General Conlrollers: carry oul a general goal to be
achieved (e.g., navigaling [rom one position Lo another)

3. Emergency Ewits: bypass the multiplexer in case
of emergencies (e.g., emergency stop when hitting an
obstacle)

In most cases, the general controllers require feedback
informalion to update their control parameters. This
informalion is supplied by dumb sensors in the form of raw
data, or by intelligent sensors in the form of events. On the
other hand, a monitoring process might use only intelligent
sensars as a source of “high-level” events inslead ol raw
data. All clients (excepl for the emergency exits) send the
commands to a multiplexer. The multiplexer selects the
command to be executed based on a priority scheme, which
depends on the current state of the system and the type
of operation the client is performing. Once a command
is selected, all other commands can be ignored, since the
state of the system will change after executing the selected
command.

The low-level controller, shown in Fig. 3, translates
the high-level commands into low-level instructions that
drive the system’s actuators. The low-level controller
receives its commands either from the multiplexer or from
an emergency exit. After the command is executed, the
system state is updated, and the sensor space is changed.



Noew sensor readings are received and the eyele is repeated.
4.3 Communication Protocols

In the proposed control scheme, there are several clients
sending commands asynchronously to the server. There-
fore, we need to define a commumication protocol to or-
ganize these commands, and to set a priority scheme for
solocting the cammand Lo be executed first. In most cases,
the clients nesd to know the current state of the system
and the command history to update their control strat-
egy.  Therelore, the server has to broadeast the selected
command and the current state of the systen.

Each client may send commands to the server (Lhrough
multiplexer) at any time, Euch command is ussociated
withh Lthe signature of the sender. This signature ineludes
the name and type of the sender, and the priority value.
In mos, cases, the reaction commands (usually from a
commanding sensar Lo avoid collision) have a higher pri-
arity than any other commands. The priority among the
client may he specified by the user and/or by the current
gtate ol the system, [imergency exits should always bypass
the multiplexer and send their commands direclly Lo the
low-level controller,

The message passing paradigm is used for process com-
muunication. This allows processes Lo be running on dilfer-
ent platforms withoul the need [or shared memory. In onr
implementation, MPI (message-passing interface)|16] was
usedd because of ils portability fo workstation clusters and
heterogenous networks of workstations. 1t also provides
an easy-lo-use library functions to carry ont the required
commiinication protocols.

3.4 Time vs, Accuracy

The most. important, eriteria in any sensary system are lime
and accuracy. Time is the time elapsed between issuing
a read request to the logical sensor and the reply Lo thal
request. This time depends on the plhysical aspectls ol Lhe
sensory system, and on (he sensing strategy implemenled
In the logical sensor. Tolerance is defined in this scheme as
Lhe region in which Lhe measuremenl resides,

The lollowing are some variables thal will be nsed in
Lhe Lolarance analysis [or our experiment.

s v, sound velocity
* Umar: maximum distance in our indoor environment
® Vet minimum distance in our indoor environment

® Lyt the maximum time to get a measurement by the
physical sonar sensar

2Ymas
Uy

tm——

e ! the linear velocity of the robot in meter /sec

® W, the angular velocity of Lthe robot in rad/sec

s {y: decision Lime; Lhe time o decide the next actinn
based on the current reading

In most cases, we cannot satisfy all requirements at
the same time. Since the physical sensor has its accuracy

limitations, we might need to get several readings regarding
Lhe same measured point to increase the accuracy. This
of course will increase the measurement time, In casc
of mitltisensor systems, the accuracy can be increased by
considering the readings fFfom more than one sensor. In
such cases, we should consider the time of the data Tusion
algorithms used.

4. Experiments and Simulation Results

A simulator called XSim has been developed to examine
the applicahility of the proposed control scheme. This sim-
ulator is based on a mobile robot called “LABMATE" de-
signed by Transitions Rescarch Corporation [17]. This sim-
ulntor displays the robot on the screen und accepls actual
LABMATE commands such us yo, burn, read-sonars, eic,
In this environment, moving [rom Lhe simulation to the real
robot is simply a matter of compiling the driver program
with the LABMATE library rather than the simulation
library.

The LABMATLE was used [or several experiments at
the Department of Computer Science, University of Utah.
It also entered the 1094 AAATL Robot Compeltition |18]. For
that purpose, the LABMATE was equipped with 24 sonuar
sensors, cight infrared sensors, a camera, and a speaker.’!
Fig, 4 shows the LABMATE willi its equipmenil, and Fig. 5
shows Lhe graphical simulalor for the LABMATE,

sl

Figure 5, A graphical simulator for the LABMATE.

! The LABMATE preperations, the sensory equipments and the
software and hardware controllers were dore by L. Schenkay
and 1., Veigel at the Department of Computer Science, Uni-
versity of Uteh



In all previous experiments, the LABMATE was con-
trolled using a conventional control strategy in which there
is a central process (the controller) that does everything.
This controller receives raw data from the “dumb” sensors,
interprets the data, plans for the next move based on these
readings and on the global goal it has to achieve, tries to
avold obstacles, and finally issues the required commands.
In addition, the ceniral coniroller may also produce an
output [or monitoring purposes. The [ollowing are some
drawbacks of this scheme:

s The central controller has to know the type and loca-
tion of each sensor,

o It also needs Lo know Lhe data formal for each sensor
type.

» 1t may take o long time to issue the required command.
This time depends on the interpretation procedure for
Lhe data received from each sensor, and on the time to
select Lhe next command.

s Adding or removing any sensors requires modilying
the central controller.

4.1 Modelling the System

The sensors in the old scheme are used only as dumb
sensors, while in the proposed scheme, sensors are used in
three dilferent levels. They are used as dumb sensors to
provide feedback information for & general navigator. They
are ulso used ay intelligent sensors providing information to
a4 monitoring process (e.g., a speaker as an outpul device).
[Finally they are used as commanding sensors (clients) for
collision avoidance, The emergency exity are hardware
bumpers that command the robot to stop if Lhey Louch an
object. There is alsn a genaral controller for navigation
and map construction. The commands that can be issued
are:

o GO-FRWID d: Move forward distance d inches, where
d is a non-negative real numher. When d = 0, the
robot will keep moving forward until another command
is issued.

e GO-BKWD d: Move backward distance d inches,
where d I8 a non-negative real number, When d =
0, the robot will keep moving backward until other
command is issued.

e TURN-RIGHT 0: Turn right 0 degrees, where () is a
positive real number.

e TURN-LEFT 0: Turn lell # degrees, where 8 is a
positive real number,

e STOP: Stop moving (or turning).

& RESET: Reslarl operation after a fault.

o READ-SONAR: Read the sonar data.

¢ GET-POSITION: Gel the current position of the
robot.

The system can be in any of the lollowing states:

e [DLE: The robot is nol moving.
o FORWARD: The robot is moving forward.
o BACKWARD: The robol is moving backward.
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e RIGHT: The robal is turning right,
o LEFT: The robot is turning left.
o FAULT: The robot hit an obstacle,

Iig. 6 shows a state diagram for the system. This
figure shows that the robot has to go to the idle state when
the command is changed. lor example, if the command
GO-FORWARD is issued, the system will go to the
FORWARD state and will remain there as long as the
following commands are GO-FORWARLD. Once the next
command is different, Lhe system will go to the IDLE
state firsl, Lhen il will go Lo the state corresponding to the
current command. This is analogous to what happens in
conirolling the LABMATE, The LABMATE has Lo stop
first hefore changing direction. Nolice thal the command
READ-SONAR is not present, in that figure since il can
be executed at any state.
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Figure 6. the relation between Lhe syslem stales and Lhe
commands.

4.2 Commanding Sensors and Reaction Control

To simplily our model, the 24 sonar sensors are divided
into four logical sengors as shown in Fig, T.

I. LS-FRWD consists of Lhe fronl 6 sensors

2. LS-BK WD consists of the rear 6 sensors

3. LS-RIGHT consisis of Lthe right 6 sensors

4. LS-LEFT consists of the left 6 sensors

These logical sensors communicate with each other to
decide the command o be issued. This makes the job of
the multiplexer easier, since it will deal with the four logical
sensors as one client. The goal of Lthe reactive control in
this experiment is twofold:

1. Avoid obstacles.
2. Keep the robot in the middle of hullways, especially
when moving throngh narrow corridors.



Table 1
An Example of a Decision Function for Reaction Countrol

d_right|d_left|d_ frwd|d_bkwd|| FORWARD | BACKWARD
c C C C STOP STOP
« « « 3 GO-BKWD
¢ & f [ -— GO-FRWD
c ‘ f f — —
c I c c TURN-RIGHT| TURN-LEFT
c i c ' TURN-RICHT| TURN-LEFT
¢ '3 J ¢ TURN-RIGHT| TURN-LEFT
e I f f TURN-RIGHT| TURN-LEFT
I c c ¢ TURN-LEFT | TURN-RIGHT
b C c i TURN-LEFT | TURN-RIGHT
I ¢ f ¢ TURN-LEFT |TURN-RIGHT
i ¢ I I TURN-LEFT | TURN-RIGCHT
b i f ¢ ¢ TURN-L/R TURN-L/R
] f f TURN-L/R —
/ ! ! — TURN-L/R
! ! J / — —
1 current state of the system and the distance value at each
d_frwd side. There are several ways Lo define a command function
Tt e [ Lo achieve Lhe reguired goal. The assumption here is that
e Lhere is always enough space for Lhe robol Lo rolate lell
-~ ~ i . . .
v LS-FRWD \ or righl, therefore there is no need Lo define any reaction
o .| S control when the robol is rotating, One such funclion is
/ N shown in Table 1.
/ \ | In this table, TURN-L/R means the command can
| be either TURN-LEFT or TURN-RIGHT, and a dash
& faty, | |is. ; 1s\ Ld right “—" means no command is issued. Notice that, in case of
i 1D 155 RIGHT <=5 d left and d right have different values, the values for
; \ | i d_ frwd and d bkwd are not important. This is because
\ / i we need Lo balance Lhe distance Lo the left and to the right
| of the robol, and if, for example, Lhe distance in [ront
\ 4 (d_ frwd) is ¢, and the robot state 8 FORWARD, then
N P moving to the left (or to the right) will serve both; avoiding
~ SBKWD the nbject in front, and balancing the distance on both
-~ - gides. In the first case of the table, when the disttance is ¢
on all sides, the robot will not be able to move anywhere,
d_bkwd and the sensor readings will not change, This will result in
a deadlock, which requires external help by moving at least

Figure 7. Dividing Lhe sonar sensors into four logical

5ensors.

We will define two abstract values: close (¢) and far
(f). These two values represent the distance between the
robot and the clogest ohject at any of the four sides. The
ranges for ¢ and f are usually user-defined values. The
command to be issued as a reaction control depends on the
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one of the obstacles for the robot to be able to move. Fig. 8
shows graphically the different cases when the system state
is FORWARD, and Fig. 9 shows Lhe same cases when Lhe
sysltem slale is BACKWARD.,

4.3 The Priority Scheme

In this system, there are several clients for the server. In
addition to these clients, there are two emergency exits
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Fjgure 8. The reaction control when Lhe system state =
FORWARD.
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Figure 9. The reaction control when the system state —
BACKWARD.

represented by two bumpers, one on the front and one on
the back. As mentioned before, emergency exits do not
compete for the server, rather they send Lheir commands
directly to the low-level controller.

The priority scheme in our application is set by each
client as a number from 1 to 10, with 1 as the highest
priarity. Normally, 1 is reserved for the collision avoidance
client. The server checks for the priority associated with
each command, and execules the command with the high-
est priority while notifying the “losers” which command
was executed, If two commands wilh the same priority
arrive at the same time, the server arbilrarily selects one
of them and ignores the other.

Commands that were not selected are cleared, since
the state of the robot has been changed after executing the
command with the highest priority.
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4,4 Simulation Results

Several experiments were performed on Lhe simulator to
check the applicability and validity of Lhe proposed control
scheme, and the results were very encouraging. The [ol-
lowwing is a description of three of these experiments along
with the output of the simulation showing the portion of
the commands that were selected and the trajectory of the
robot during each experiment.

lizperiment 1!

This was the first experiment performed Lo demon-
strated the applicability of this control scheme. In Lhis
experiment, two clients were running simultaneously; the
collision avoidance client, and a simple navigator that al-
ways sends the command GO-FRWD, The collision avoid-
ance has priority 1, which is the highest priority, and the
navigation client has priority 9. The following shows part
of the oulpul printed during this experiment, the com-
mands that has been execuled by the server, and some
other information aboul the server nctivities.

Collision Avoidance: client #1.
Simple Navigation: client #2.
Sarver Starts as process #0.

* Accepted RESET from 1 *

- Rejected RESET from 1 *

* Accepted GO-FRWD from 2 =

* Accepted GO-FRWD from 2 =

* Accepted GO-FRWD from 2 *

* Accepted GO-FRWD from 2 *

* Accepted GO-FRWD from 2

* Accepted GO-FRWD from 2 *

# Accepted TURN-LEFT from 1 *
- Rejected GO-FRWD from 2 -

* Accepted TURN-LEFT from 1 #
- Rejected GO-FRWD from 2 -

* Accepted GO-FRWD from 2 #

* Accepted GO-FRWD from 2 *

Two indoor configurations where used for Lthese exper-
iments; one representing a lab with tables and chairs, while
the other representing a long hall with doors and some ob-
stacles. Fig. 10 shows the trajectory of the robol in the lab
environment, and Fig. 11 shows the trajectory of the robot
under the same experiment in the hallway environment.

Ezperiment 2

In the second experiment, we added another goal-
directed client that tries to move the robol to a certain
goal location. This client has priority 5, which is higher
than the simple navigator process. This new client sends
commands to the server to update the direction of the
robot such that it moves towards the goal location. In this
experiment, the initial and the final points were chosen
such that there are some obstacles between them. Tig. 12
shows the robot trajectory for this experiment from the
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Figure 10. The trajectory of the robol in Lhe lab environ-
ment.
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Figure 11. The trajectory of the robot in the hallway

environmenl.,

Figure 12. The trajecltory of the robot from the initial to
the goal point.

initial location to the goal location. Notice that at several
points, the collision avoidance client took over and moved
the robot away from the obstacles, then the new client
updates the direction towards the goal point.

Bl

Figure 13. The trajectory of
through open doors.

the robot while moving

Ezperiment 3

In the third experiment, we replaced Lhe goal-direcled
client with a door-finding client. This new client tries Lo
find apen doors and direct the robot to go through these
doors. Finding doors using sonar sensor is very difficult
and problematic, and there is a lot of research in this area.
I‘or this experiment we used a crude algorithm and a simple
hallway structure just to demonstrate the capabilities of
the proposed control scheme. Iig. 13 shows the robot
trajectory while moving in a hallway environment with two
open doors at different places.

5. Conclusion

In this paper, a distributed sensor-based control scheme
was proposed. In this scheme, each sensor can be viewed
with three different levels of abstraction; dumb sensors,
which provide raw data, intelligenl sensors, which pro-
vide high-level information in a form of events, and finally,
commanding sensors, which can issue commands repre-
senling a reaclion behaviour for the system. Commands
can be issued by different processes called clienls. Each
client may issue commands al any time, and a multiplexer
(the server) selects the command to be executed. A priority
scheme has to be dafined as a bases for selection. An exam-
ple for applying this contral scheme to a mobile robot was
described along with the positive simulation results. The
logical sensor approach built on the dumb sensory system
of our mobile robot allows good flexibility and design mod-
ularity of controllers. By allowing for several levels of data
abstraction and tolerance analysis based on the sensor type
and required tasks, there is significant space for expansion.
The need [or multiple algorithms and sensing strategies
based on situations and requirements is reasonably lowered
by using a distributed /logic control strategy. While other
existing techniques are mainly evolving on specific sensing
and control applications, the server/client parallel intelli-
gent sensing approach proves a sufficient generic basis to
allow divers and efficient controllers, and possibly nesting
of various controllers. lmmediate future steps would be a
more detailed decision function for logical sensors, an ex-
plicit definition of the sonar sensors inter-communication



protocols, and possibly higher-level functions for increas-
ing the accuracy of the measured point locations based on
the different approaches discussed in the paper. The data
noise conld be also considered and modelled. We believe
that this contral scheme provides more llexibile and robust
control systems, and allows mare modular design for Lthe
control systems. It also provides fast response for reaction
behaviour which is an essential requirement in real-time
syslems,
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